Five alternative neural networks are considered, with three hidden nodes, respectively. Each network differs only in the randomization of the initial weight vectors. In addition the ensemble average of the five neural networks is also evaluated. The results are shown in the table below which gives the misclassification rate for the training set, validation set and the test set. A split of 50 percent, 30 percent and 20 percent is used to define these three sets. The misclassification rate is calculated as follows: a predicted output above 0.8 is taken to be a prediction for the output (target) variable of 1 (i.e. a computer non-owner), whereas a predicted value below 0.8 is taken to be a predicted output of 0 (i.e., an owner). 

	Model
	Misclassification Rate

	
	Train
	Validation
	Test

	Ensemble
	18.8%
	23.5%
	21.5%

	NNI
	17.2%
	20.2%
	18.3%

	NNII
	18.3%
	22.1%
	21.5%

	NNIII
	19.7%
	24.2%
	24.3%

	NNIV
	17.2%
	21.6%
	20.4%

	NNV
	21.1%
	26.5%
	22.2%


 
We can see the difference in performance resulting from different initial starting positions of the neural network models. Ensemble averaging is usually used to produce more stable and reliable performance as well as to improve the accuracy over single model which may overfit. In this case models NNI (the best) and NNIV perform better than the ensemble i.e. the simple average of the five models. The ensemble misclassification rate (21.5%) is also just higher than the average misclassification rate of the five models (21.3%) – with more models and under certain assumptions we would expect the performance of the ensemble to improve over the average performance of the individual models. (Breiman, 1996) show that the expected value of the mean squared error of the aggregate predictor (ensemble) is lower than the mean squared error averaged over the individual models. This however does not guarantee that there is not at least one model which performs better than the combined model (as noted in this example).
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