Outline Solutions to Exercises in Chapter 10

For Exercises 10.1 and 10.2, see the spreadsheets in the zip file.

10.3
Five alternative neural networks are considered, with three hidden nodes, respectively. Each network differs only in the randomization of the initial weight vectors. In addition the ensemble average of the five neural networks is also evaluated. The results are shown in the table below which gives the misclassification rate for the training set, validation set and the test set. A split of 50 percent, 30 percent and 20 percent is used to define these three sets. The misclassification rate is calculated as follows: a predicted output above 0.8 is taken to be a prediction for the output (target) variable of 1 (i.e. a computer non-owner), whereas a predicted value below 0.8 is taken to be a predicted output of 0 (i.e., an owner). 

	Model
	Misclassification Rate

	
	Train
	Validation
	Test

	Ensemble
	18.8%
	23.5%
	21.5%

	NNI
	17.2%
	20.2%
	18.3%

	NNII
	18.3%
	22.1%
	21.5%

	NNIII
	19.7%
	24.2%
	24.3%

	NNIV
	17.2%
	21.6%
	20.4%

	NNV
	21.1%
	26.5%
	22.2%


 
We can see the difference in performance resulting from different initial starting positions of the neural network models. Ensemble averaging is usually used to produce more stable and reliable performance as well as to improve the accuracy over single model which may overfit. In this case models NNI (the best) and NNIV perform better than the ensemble i.e. the simple average of the five models. The ensemble misclassification rate (21.5%) is also just higher than the average misclassification rate of the five models (21.3%) – with more models and under certain assumptions we would expect the performance of the ensemble to improve over the average performance of the individual models. (Breiman, 1996) show that the expected value of the mean squared error of the aggregate predictor (ensemble) is lower than the mean squared error averaged over the individual models. This however does not guarantee that there is not at least one model which performs better than the combined model (as noted in this example).


Breiman, L. 1996. Bagging predictors. Machine Learning, 24, 123-140.




10.4
In this question we compare the performance of an income only logistic regression model which contains as the only predictors a set of income dummy variables. We compare the performance of this model to an extended model which contains in addition to income, the kids and attitude to technology variables. We first assess the performance of the income and extended model relative to the cutoff of 0.5. The tables below show the performance of the extended model at cutoff levels 0.5, 0.6, 0.7 and 0.8.  A general increase in noted in the misclassification error rate as cutoff increases, this reflects the trade-off in sensitivity versus specificity. The same observation is noted with the income only model which compared to the extended model performs better at cutoff levels 0.5, 0.7 and 0.8 and has the lowest misclassification rate at cutoff 0.5. Note that at the cutoff of 0.5 the income only model is predicting only non-ownership (see spreadsheet for details) and just based on distribution of sample has attained approx. 85.5% accuracy. This reflects little useful information captured by the model in predicting non-target instances, therefore the purpose of the model is important in determining which model to use. It can be observed (see spreadsheet) that across all cutoff levels, the extended model predicts a higher percentage of ownership while the income only model predicts a higher percentage of nonownership. The additional variables in the extended model appear to be capturing this extra information about the non-target class.

Cutoff = 0.5

	Model
	Misclassification Rate

	
	Train
	Test

	Income (Only) Model
	14.5%
	13.0%

	Extended Model
	13.5%
	13.7%



Cutoff = 0.6

	Model
	Misclassification Rate

	
	Train
	Test

	Income (Only) Model
	15.8%
	15.5%

	Extended Model
	13.5%
	13.7%



Cutoff = 0.7

	Model
	Misclassification Rate

	
	Train
	Test

	Income (Only) Model
	15.8%
	15.5%

	Extended Model
	17.9%
	18.0%



Cutoff = 0.8

	Model
	Misclassification Rate

	
	Train
	Test

	Income (Only) Model
	21.2%
	21.5%

	Extended Model
	23.0%
	27.1%



We can also evaluate the performance of both models based on the cutoff percentage. This is shown in the diagram below. The diagram shows the percentage of target response (the non-owners) that has been correctly predicted for different cutoff percentages. We see that the extended model always performs slightly better than the income only model based on this approach in relative to the cutoff value approach above. Given a cutoff percentage, it always captures slightly more nonowners than the income only model. 
The difference in results presented with the cutoff value approach and cutoff percentage approach demonstrates the importance of defining the cutoff procedure clearly. In comparing the performance of these two approaches it would therefore depend on the use of the model, but general speaking the simpler model (income) only is best (misclassification rate).

[image: ]

Cumulative captured response curve for different cutoff percentages

[image: ]

Non-cumulative captured response curve for different cutoff percentages


10.5 and 10.6
Exercise 10.5
First, we separate the time series into training and test sets, using the last 18 observations as a test set. 
We fit two different neural networks, using R, one with pre-selected hidden nodes (5 nodes) and one where the nodes are specified according to a validation set error. Otherwise the networks follow the standard guidelines outlined in Chapter 10:
· A stepwise is used to select the number of input lags.
· A median ensemble of 20 networks is used. 
The first network is as follows:
NN1
MLP fit with 5 hidden nodes and 20 repetitions.
Series modelled in differences: D1.
Univariate lags: (1,2,3,4,5,9,10,11)
Deterministic seasonal dummies included.
Forecast combined using the median operator.
MSE: 22.0349.

Its architecture can be seen in the following figure, where the 5 pre-selected hidden nodes are clearly seen. The inputs are comprised by 8 lags of the target variables (grey nodes) and seasonal dummies (magenta nodes). 
[image: ]
The second network is as follows:
NN2
MLP fit with 3 hidden nodes and 20 repetitions.
Univariate lags: (12)
Forecast combined using the median operator.
MSE: 273956.4925.

This network is very different, being modelled on the undifferenced data. Only a single input is used and a minimal hidden layer. The univariate lag that is selected suggests that there is little information contained to be modelled by AR terms. This is apparent in the following figure.
[image: ]
Observe the in-sample MSE of the two networks. They have a very substantial difference, indicating that the first network has potentially over-fitted the training data. 
We produce an exponential smoothing benchmark (ETS), using the damped trend model as indicated by AIC and produce the relevant forecasts. 
We compare all forecasts using MAE on the test set:
	NN1
	1141.42

	NN2
	533.73

	ETS
	545.23



We can see that NN2 and ETS perform similarly, while NN1 performs rather poorly, indicating that our suspicion that it had over-fitted to the training data is indeed correct. The following plot visually compares the forecasts. 
[image: ]

Exercise 10.6
To solve this exercise, we use a similar setup to exercise 10.5. We also rely on the settings for NN2 from exercise 10.5.
NN1 is trained with the default settings. For NN2 we will use the grprop training algorithm to address question (a). For NN3 we will use the default rprop training algorithm, but change its stopping threshold from 0.1 to 0.2. NN3 will be used to answer question (b). 
The resulting networks are:
NN1
MLP fit with 1 hidden node and 20 repetitions.
Univariate lags: (12)
Forecast combined using the median operator.
MSE: 282522.7331.

Note that in comparison to the result we got in exercise 10.5, now only get a single hidden node. This is due to the randomness in training of neural networks. 
NN2 (different training algorithm)
MLP fit with 1 hidden node and 19 repetitions.
Univariate lags: (12)
Forecast combined using the median operator.
MSE: 284175.4328.

NN3 (different tuning parameter)
MLP fit with 1 hidden node and 20 repetitions.
Univariate lags: (12)
Forecast combined using the median operator.
MSE: 301966.1279.

Changing the tuning parameter has a larger impact, as reflected in the in-sample MSE. 
We calculate the out-of-sample forecast accuracy of the 3 networks, using MAE:
	NN1
	540.136

	NN2
	543.384

	NN3
	518.375



Overall, the changes are minimal compared to changes in the architecture of the network, as seen in exercise 10.5. The robustness to the training algorithm and tuning parameters is to a large extend due to the use of ensembles in the construction of the final forecast. 

These solutions to 10.7 and 10.9 are somewhat incomplete!
10. 7 
Using the data set Gasprices_2.xlsx with data to Dec2013.,
a.	Test whether Crude, CPI, and Unemployment are stationary variables.
b.	Develop a regression model for Unleaded, using the methods of Chapter 9 
c.	Develop a three-variable VAR model that includes the price of Unleaded. In so doing, include only those variables you expect to have an economic impact on the unleaded price. Use a maximum of two lags.
d.	Examine whether there is evidence for including lags longer than two in your model.
e.	Evaluate the forecasting performance of your chosen model.
f.	Develop a model in differences (for any of the nonstationary variables). Is this model a "better" model than the model developed in levels in parts (b) and (c)? Explain. Does the forecasting performance of the model improve on that of any of the earlier models?
[image: ](a) The analyses we carry out are all much, much easier in proper econometric software. In the text we have used either EViews9 or PCGive. Graphs are shown for Crude, CPI, and Unleaded. 

Unemployment is stationary. First we test for stationarity using EViews. Crude_Price is used as an illustration

	Null Hypothesis: CRUDE_PRICE has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic - based on SIC, maxlag=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-1.586601
	 0.4877

	Test critical values:
	1% level
	
	-3.460884
	

	
	5% level
	
	-2.874868
	

	
	10% level
	
	-2.573951
	

	
	
	
	
	

	
	
	
	
	

	*MacKinnon (1996) one-sided p-values.
	

	

	
	
	
	


The results support the graphical analysis of non-stationarity Appendix 10.C expands on this adding a more complete set of tests.
(b) We can develop a single-variable regression model using the methods of chapter 9 building on the need to use logs, a recession dummy, and consider a model in differences.
Our focus is on explaining unleaded prices and our first model has included Unleaded, CRUDE, CPI, Demand and Unemployment, with 2 lags. We will also take logs based on the analysis we carried out in chapter 10 and include a recession dummy. An example is given below.

	Dependent Variable: DLOG(UNLEADED)
	

	Method: Least Squares
	
	

	Included observations: 239 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DLOG(CRUDE_PRICE)
	0.144977
	0.024081
	6.020282
	0.0000

	DLOG(CPI)
	13.63779
	0.569470
	23.94820
	0.0000

	DLOG(DEMAND)
	0.031630
	0.035922
	0.880516
	0.3795

	DLOG(UNEMP)
	-0.096306
	0.063521
	-1.516137
	0.1308

	RECESSION
	7.20E-05
	0.012104
	0.005949
	0.9953

	C
	-0.022115
	0.001998
	-11.06891
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.841466
	    Mean dependent var
	0.002618

	Adjusted R-squared
	0.838064
	    S.D. dependent var
	0.063923

	S.E. of regression
	0.025723
	    Akaike info criterion
	-4.458042

	Sum squared resid
	0.154175
	    Schwarz criterion
	-4.370767

	Log likelihood
	538.7361
	    Hannan-Quinn criter.
	-4.422873

	F-statistic
	247.3426
	    Durbin-Watson stat
	1.632202

	Prob(F-statistic)
	0.000000
	
	
	

	
	
	
	
	

	
	
	
	
	




(c) An illustrative equation is given below for Ln(Unleaded). Note CPI does not seem to have any effect so this is dropped to answer (c).
       The estimation sample is: 1996-05-15 - 2013-12-15

URF equation for: ln(Unleaded)
                  Coefficient  Std.Error  t-value  t-prob
ln(Unleaded)_1       0.883188     0.1400     6.31  0.0000
ln(Unleaded)_2      -0.215902     0.1325    -1.63  0.1047
ln(Crude)_1          0.298082    0.05314     5.61  0.0000
ln(Crude)_2         -0.131803    0.05648    -2.33  0.0206
ln(CPI)_1             1.62426      2.165    0.750  0.4540
ln(CPI)_2            -1.32502      2.139   -0.619  0.5364
LnDemand_1           0.142047    0.08055     1.76  0.0793
LnDemand_2          -0.153918    0.08141    -1.89  0.0601
Recessioin         -0.0979441    0.02234    -4.38  0.0000
Constant      U     -0.396514     0.4428   -0.895  0.3716

sigma = 0.0475764   RSS = 0.4572295337

URF equation for: ln(Unleaded)
                  Coefficient  Std.Error  t-value  t-prob
ln(Unleaded)_1       0.966686    0.07620     12.7  0.0000
ln(Unleaded)_2      -0.244682    0.07368    -3.32  0.0011
ln(Crude)_1          0.314130    0.05364     5.86  0.0000
ln(Crude)_2         -0.130349    0.05745    -2.27  0.0243
LnDemand_1           0.114014    0.08158     1.40  0.1637
LnDemand_2          -0.137636    0.08276    -1.66  0.0978
Recessioin          -0.108310    0.02248    -4.82  0.0000
Constant      U      0.868569     0.1875     4.63  0.0000

sigma = 0.0484852   RSS = 0.4795654876

Demand effects now looks implausible (a collinearity with CPI?). 
Graphs of the residuals and the forecasts compared to the actual are provided as shown:
[image: ]

A summary of the PCGive error statistics is shown below.
11-step (ex post) forecast analysis 2014-01-15 - 2015-12-15
Parameter constancy forecast tests:
using Omega  Chi^2(72) =   143.12 [0.0000]** F(72,204) =   1.9878 [0.0001]**
using  V[e]  Chi^2(72) =   130.73 [0.0000]** F(72,204) =   1.8157 [0.0006]**
using  V[E]  Chi^2(72) =   124.87 [0.0001]** F(72,204) =   1.7342 [0.0014]**

This suggests (as does a graphical perspective) that the out-of-sample period shows a lack of stability with first a number of negative residuals (as the price falls) and then followed by positive. 

Single-equation diagnostics using reduced-form residuals:
ln(Unleaded): Portmanteau(12):  Chi^2(10) =   43.529 [0.0000]**
ln(Unleaded): AR 1-2 test:      F(2,202)  =   5.0401 [0.0073]**
ln(Unleaded): ARCH 1-1 test:    F(1,210)  =   1.9975 [0.1590]  
ln(Unleaded): Normality test:   Chi^2(2)  =   3.7334 [0.1546]  
ln(Unleaded): Hetero test:      F(13,198) =   2.9340 [0.0006]**
ln(Unleaded): Hetero-X test:    F(28,183) =   3.1046 [0.0000]**
Vector Portmanteau(12):  Chi^2(90) =   179.66 [0.0000]**
Vector AR 1-2 test:      F(18,554) =   1.9648 [0.0101]*

(d) Is there any evidence of longer lead times being needed?    

The above tests suggest there is some residual autocorrelation. The easiest way to check whether there are any benefits of longer lags is to add them or to carry out the Variable Order Selection tests as discussed on p.369. To generate this table recommending the appropriate lag length to consider, estimate a VAR model (using a short lag length) and use the EViews command View/lag structure. The recommendation (as in the text book) is for a lag length of 3 supporting the results from the autocorrelation tests above. 
    
(e) The forecasting performance of a 3 period lag model in lags is given below as shown in Table 10.19.

[image: ]

(f) We are invited to consider constrained models. However, we’ve fitted an unconstrained model. Is that the appropriate strategy? Checking using the ADF (Dickey-Fuller) test we established the variables are not stationary – and a visual check and consideration as to what they measure also confirms that conclusion.
	We now fit the model to the log differenced data with up to three lags and use the automatic selection routine to simplify the model. 
	The estimation sample is: 5 - 216
	The estimation sample is: 1996-05-15 - 2013-12-15

URF equation for: D_LnUnlead
                  Coefficient  Std.Error  t-value  t-prob
D_LnUnlead_1         0.384552     0.1402     2.74  0.0066
D_LnUnlead_2        -0.612526     0.1295    -4.73  0.0000
D_lnCrude_1          0.195390    0.05418     3.61  0.0004
D_lnCPI_1            -1.59089      2.264   -0.703  0.4830
D_lnCPI_2             7.12267      2.227     3.20  0.0016
Recession          -0.109137    0.02133    -5.12  0.0000
Constant      U   -0.00308744   0.005513   -0.560  0.5761

sigma = 0.0488938   RSS = 0.4900746184

Looking at the other estimated equations SP500 and Demand are not explained by the other variables apart from CPI affecting Demand. 
[image: ]

The constraint, despite making sense produces a marginally higher sigma. The diagnostics appear better. We should also check the accuracy of the forecasts. We examine the 1-step ahead forecasts from the unconstrained model, the differenced model noting that the errors are dominated by the 2008-9 errors so medians are used. We should consider calculating rolling forecast for longer horizons, e.g. 12 months.

	
	RW
	
	VAR Levels
	VAR Differences

	MAPE
	5.453
	
	3.926
	
	19.085

	MdAPE
	4.034
	
	1.897
	
	18.446



Unlike with shorter data bases where the differenced model appears to be more robust the results favour the VAR model (with two lags) in levels. Error corrections models were considered but without success in identifying a set of meaningful restrictions.


10.8
The EViews output for the three cases follows. The detailed calculations are provided in Exercise 10_9_Credit.xlsx, and a summary of the results follows the EViews output.


	 Sample (adjusted): 1948 2003
	

	 Included observations: 56 after adjustments

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	
	RCC
	RMC
	RDPI

	
	
	
	

	
	
	
	

	RCC(-1)
	 1.453872
	 0.219171
	 0.321307

	
	 (0.15106)
	 (0.25344)
	 (0.32818)

	
	[ 9.62422]
	[ 0.86479]
	[ 0.97906]

	
	
	
	

	RCC(-2)
	-0.644366
	-0.009782
	-0.233817

	
	 (0.14858)
	 (0.24927)
	 (0.32278)

	
	[-4.33679]
	[-0.03924]
	[-0.72438]

	
	
	
	

	RMC(-1)
	-0.028117
	 1.823475
	-0.074675

	
	 (0.07868)
	 (0.13200)
	 (0.17092)

	
	[-0.35737]
	[ 13.8144]
	[-0.43689]

	
	
	
	

	RMC(-2)
	 0.082231
	-0.804356
	 0.056380

	
	 (0.08192)
	 (0.13743)
	 (0.17796)

	
	[ 1.00383]
	[-5.85274]
	[ 0.31681]

	
	
	
	

	RDPI(-1)
	 0.093895
	-0.056764
	 1.041455

	
	 (0.08041)
	 (0.13491)
	 (0.17470)

	
	[ 1.16764]
	[-0.42075]
	[ 5.96153]

	
	
	
	

	RDPI(-2)
	-0.083061
	 0.006530
	-0.032888

	
	 (0.08363)
	 (0.14031)
	 (0.18169)

	
	[-0.99315]
	[ 0.04654]
	[-0.18102]

	
	
	
	

	C
	 0.039045
	 0.185968
	 0.253526

	
	 (0.11950)
	 (0.20048)
	 (0.25960)

	
	[ 0.32675]
	[ 0.92762]
	[ 0.97661]

	
	
	
	

	
	
	
	

	 R-squared
	 0.995290
	 0.998656
	 0.998495

	 Adj. R-squared
	 0.994714
	 0.998492
	 0.998311

	 Sum sq. resids
	 2.029231
	 5.711599
	 9.576948

	 S.E. equation
	 0.203502
	 0.341414
	 0.442095

	 F-statistic
	 1725.850
	 6070.333
	 5418.057

	 Log likelihood
	 13.43490
	-15.54068
	-30.01276

	 Akaike AIC
	-0.229818
	 0.805024
	 1.321884

	 Schwarz SC
	 0.023351
	 1.058193
	 1.575053

	 Mean dependent
	 4.568485
	 12.01320
	 23.28308

	 S.D. dependent
	 2.798908
	 8.791709
	 10.75619

	
	
	
	

	
	
	
	

	 Determinant resid covariance (dof adj.)
	 0.000294
	

	 Determinant resid covariance
	 0.000197
	

	 Log likelihood
	 0.545545
	

	 Akaike information criterion
	 0.730516
	

	 Schwarz criterion
	 1.490023
	

	
	
	
	

	
	
	
	




Here and elsewhere static forecasts are shown (other options are available) where the lagged values if not know are based on forecasts.

After running the VAR, the forecasts are generated through the ‘forecast’ command. A number of options are available: dynamic forecasts and static forecasts (where lag values can be assumed known or have to be forecast – we assume this last case below). For discussion of the different types of forecasts, see POBF, p.361.

	Forecast Evaluation
	
	
	

	Date: 11/11/17   Time: 11:46
	
	
	

	Sample: 1946 2006 IF YEAR>2003
	
	

	Included observations: 3
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Variable
	Inc. obs.
	RMSE
	MAE
	MAPE
	Theil

	
	
	
	
	
	

	
	
	
	
	
	

	RCC
	3
	 29.56208
	 24.77635
	 2.009428
	 0.012260

	RDPI
	3
	 55.40018
	 52.32578
	 1.136714
	 0.005970

	RMC
	3
	 120.7416
	 82.55183
	 1.677000
	 0.013282

	
	
	
	
	
	

	
	
	
	
	
	

	RMSE:  Root Mean Square Error
	
	

	MAE:  Mean Absolute Error
	
	
	

	MAPE:  Mean Absolute Percentage Error
	
	

	Theil:  Theil inequality coefficient
	
	







	 Sample (adjusted): 1948 2003
	

	 Included observations: 56 after adjustments

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	
	LOG_RCC_
	LOG_RMC_
	LOG_RDPI_

	
	
	
	

	
	
	
	

	LOG_RCC_(-1)
	 1.093217
	-0.063575
	 0.081453

	
	 (0.20639)
	 (0.11545)
	 (0.07357)

	
	[ 5.29682]
	[-0.55066]
	[ 1.10708]

	
	
	
	

	LOG_RCC_(-2)
	-0.350395
	 0.019055
	-0.060129

	
	 (0.17347)
	 (0.09704)
	 (0.06184)

	
	[-2.01993]
	[ 0.19637]
	[-0.97236]

	
	
	
	

	LOG_RMC_(-1)
	 0.030322
	 1.709655
	 0.019948

	
	 (0.26812)
	 (0.14998)
	 (0.09558)

	
	[ 0.11309]
	[ 11.3989]
	[ 0.20870]

	
	
	
	

	LOG_RMC_(-2)
	 0.107990
	-0.722359
	-0.002946

	
	 (0.26594)
	 (0.14877)
	 (0.09480)

	
	[ 0.40606]
	[-4.85569]
	[-0.03108]

	
	
	
	

	LOG_RDPI_(-1)
	 0.249430
	-0.103516
	 0.848539

	
	 (0.47135)
	 (0.26367)
	 (0.16803)

	
	[ 0.52918]
	[-0.39260]
	[ 5.05001]

	
	
	
	

	LOG_RDPI_(-2)
	-0.148198
	 0.176145
	 0.084423

	
	 (0.41606)
	 (0.23274)
	 (0.14832)

	
	[-0.35619]
	[ 0.75684]
	[ 0.56920]

	
	
	
	

	C
	-0.240147
	-0.111267
	 0.168371

	
	 (0.21569)
	 (0.12065)
	 (0.07689)

	
	[-1.11340]
	[-0.92220]
	[ 2.18979]

	
	
	
	

	
	
	
	

	 R-squared
	 0.994325
	 0.998722
	 0.998621

	 Adj. R-squared
	 0.993631
	 0.998565
	 0.998453

	 Sum sq. resids
	 0.155333
	 0.048606
	 0.019740

	 S.E. equation
	 0.056303
	 0.031495
	 0.020071

	 F-statistic
	 1431.012
	 6380.982
	 5915.768

	 Log likelihood
	 85.39036
	 117.9216
	 143.1528

	 Akaike AIC
	-2.799656
	-3.961486
	-4.862600

	 Schwarz SC
	-2.546487
	-3.708317
	-4.609431

	 Mean dependent
	 1.305965
	 2.189224
	 3.029220

	 S.D. dependent
	 0.705482
	 0.831499
	 0.510236

	
	
	
	

	
	
	
	

	 Determinant resid covariance (dof adj.)
	 2.38E-10
	

	 Determinant resid covariance
	 1.59E-10
	

	 Log likelihood
	 393.2859
	

	 Akaike information criterion
	-13.29593
	

	 Schwarz criterion
	-12.53642
	

	
	
	
	

	
	
	
	




	Forecast Evaluation
	
	
	

	Date: 11/11/17   Time: 11:52
	
	
	

	Sample: 1946 2006 IF YEAR>2003
	
	

	Included observations: 3
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Variable
	Inc. obs.
	RMSE
	MAE
	MAPE
	Theil

	
	
	
	
	
	

	
	
	
	
	
	

	LNRCC
	3
	 0.017425
	 0.016857
	 0.237456
	 0.001229

	LNRDPI
	3
	 0.013224
	 0.011933
	 0.141138
	 0.000783

	LNRMC
	3
	 0.020069
	 0.019737
	 0.234874
	 0.001194

	
	
	
	
	
	

	
	
	
	
	
	

	RMSE:  Root Mean Square Error
	
	

	MAE:  Mean Absolute Error
	
	
	

	MAPE:  Mean Absolute Percentage Error
	
	

	Theil:  Theil inequality coefficient
	
	

	

 Sample (adjusted): 1949 2003
	

	 Included observations: 55 after adjustments

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	
	DLOG_RCC_
	DLOG_RMC_
	DLOG_RDPI_

	
	
	
	

	
	
	
	

	DLOG_RCC_(-1)
	 0.304557
	-0.070599
	 0.004688

	
	 (0.24522)
	 (0.12398)
	 (0.07698)

	
	[ 1.24198]
	[-0.56944]
	[ 0.06090]

	
	
	
	

	DLOG_RCC_(-2)
	 0.109351
	 0.148841
	 0.007722

	
	 (0.19578)
	 (0.09899)
	 (0.06146)

	
	[ 0.55853]
	[ 1.50365]
	[ 0.12564]

	
	
	
	

	DLOG_RMC_(-1)
	 0.625243
	 1.133674
	 0.352112

	
	 (0.41199)
	 (0.20830)
	 (0.12934)

	
	[ 1.51763]
	[ 5.44261]
	[ 2.72243]

	
	
	
	

	DLOG_RMC_(-2)
	-0.653232
	-0.506212
	-0.359202

	
	 (0.39922)
	 (0.20184)
	 (0.12533)

	
	[-1.63629]
	[-2.50799]
	[-2.86608]

	
	
	
	

	DLOG_RDPI_(-1)
	-0.671496
	-0.525903
	-0.154360

	
	 (0.53567)
	 (0.27083)
	 (0.16817)

	
	[-1.25357]
	[-1.94183]
	[-0.91790]

	
	
	
	

	DLOG_RDPI_(-2)
	-0.049005
	-0.032460
	 0.309409

	
	 (0.37731)
	 (0.19077)
	 (0.11845)

	
	[-0.12988]
	[-0.17016]
	[ 2.61210]

	
	
	
	

	C
	 0.052971
	 0.035268
	 0.026520

	
	 (0.01870)
	 (0.00945)
	 (0.00587)

	
	[ 2.83293]
	[ 3.73064]
	[ 4.51787]

	
	
	
	

	
	
	
	

	 R-squared
	 0.240097
	 0.584502
	 0.275666

	 Adj. R-squared
	 0.145109
	 0.532565
	 0.185124

	 Sum sq. resids
	 0.171286
	 0.043784
	 0.016881

	 S.E. equation
	 0.059737
	 0.030202
	 0.018753

	 F-statistic
	 2.527663
	 11.25401
	 3.044630

	 Log likelihood
	 80.68159
	 118.1932
	 144.4026

	 Akaike AIC
	-2.679330
	-4.043389
	-4.996460

	 Schwarz SC
	-2.423852
	-3.787911
	-4.740981

	 Mean dependent
	 0.051517
	 0.059928
	 0.031353

	 S.D. dependent
	 0.064608
	 0.044175
	 0.020775

	
	
	
	

	
	
	
	

	 Determinant resid covariance (dof adj.)
	 2.85E-10
	

	 Determinant resid covariance
	 1.89E-10
	

	 Log likelihood
	 381.5402
	

	 Akaike information criterion
	-13.11055
	

	 Schwarz criterion
	-12.34412
	

	
	
	
	

	
	
	
	




	Forecast Evaluation
	
	
	

	Date: 11/11/17   Time: 11:52
	
	
	

	Sample: 1946 2006 IF YEAR>2003
	
	

	Included observations: 3
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Variable
	Inc. obs.
	RMSE
	MAE
	MAPE
	Theil

	
	
	
	
	
	

	
	
	
	
	
	

	LNRCC
	3
	 0.017425
	 0.016857
	 0.237456
	 0.001229

	LNRDPI
	3
	 0.013224
	 0.011933
	 0.141138
	 0.000783

	LNRMC
	3
	 0.020069
	 0.019737
	 0.234874
	 0.001194

	
	
	
	
	
	

	
	
	
	
	
	

	RMSE:  Root Mean Square Error
	
	

	MAE:  Mean Absolute Error
	
	
	

	MAPE:  Mean Absolute Percentage Error
	
	

	Theil:  Theil inequality coefficient
	
	




From the three printouts, it can be seen that the past history of each series plays a dominant role in its own forecasts when no differencing occurs.  The coefficients for the differenced series show slightly more interactive patterns e.g. RDPI being affected by RMC..

The summary results for Mean Error, Mean Absolute Error and Mean Absolute Percentage Error with the best results in bold are:
	RCC
	Original
	Logs
	Differences + Logs

	ME
	-22.8 
	-11.5
	-64.1

	MAE
	24.8
	20.3
	64.1

	MAPE
	2.07
	1.70
	5.34

	
	
	
	

	RMC
	Original
	Logs
	Differences + Logs

	ME
	-81.0
	15.7
	9.79

	MAE
	82.5
	88.5
	62.0

	MAPE
	4.12
	1.97
	1.35

	
	
	
	

	RDPI
	Original
	Logs
	Differences + Logs

	ME
	18.8
	-33.4
	-71.5

	MAE
	52.3
	55.7
	74.4

	MAPE
	1.1
	1.20
	1.59



[bookmark: _GoBack]These results are based upon only three forecasts so firm conclusion should not be drawn.  However, surprisingly it does appear that differencing confers no consistent benefit, nor given the nature of the non-stationarity time series does logs. We put this down to the small number of observations used in the evaluation. (N.B. These forecast accuracy measures differ from those in the first edition.) However, the models are the same!


10.9*
Using the data set Gas_prices_base.xlsx, but setting aside the data for 2012 through
2015, develop an unrestricted VAR model, an ECM, and a model in stationary variables.
Use appropriate error statistics to examine the residuals and test their respective
forecasting performances.
a. Which of the variables Unleaded, Crude_price, and CPI do you regard as stationary?
Justify your conclusions.
b. Do the residuals of the various models suggest any inadequacies in the model?
c. If you now consider the more recent data, from 2012 to 2015, does your chosen
model show any instability in its performance?
d. If you also bring into consideration the performance of the models over the years
2014-2015, which model would you use for forecasting for the period 2016-2017?
Explain your reasons.


We use PcGive and EViews. Our focus is on explaining unleaded prices and our first model has included Unleaded, CRUDE, CPI and Unemployment, with 3 lags as suggested by the analysis in 10.7. The Recession dummy is included. We will also take logs based on the analysis we carried out in chapter 10. 

(a) As discussed in question 10.7 none of the three variables are best thought of as stationary. The tests are somewhat ambivalent for Crude_price.

	Null Hypothesis: CRUDE_PRICE has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic - based on SIC, maxlag=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-2.058804
	 0.2618

	Test critical values:
	1% level
	
	-3.457747
	

	
	5% level
	
	-2.873492
	

	
	10% level
	
	-2.573215
	

	
	
	
	
	

	
	
	
	
	

	*MacKinnon (1996) one-sided p-values.
	




(b) The residuals shown below with a PcGive analysis show quite a bit of evidence of model inadequacy.
The estimated model for lnUnleaded is:
The estimation sample is: 1996-04-15 — 2011-12-15

URF equation for: ln(Unleaded)
                  Coefficient  Std.Error  t-value  t-prob
ln(Unleaded)_1        1.10345     0.1462     7.55  0.0000
ln(Unleaded)_2       -1.06871     0.2103    -5.08  0.0000
ln(Unleaded)_3       0.610287     0.1342     4.55  0.0000
ln(Crude)_1          0.247908    0.05501     4.51  0.0000
ln(Crude)_2        -0.0930131    0.07457    -1.25  0.2139
ln(Crude)_3         0.0204730    0.05838    0.351  0.7262
ln(CPI)_1           -0.862540      2.284   -0.378  0.7062
ln(CPI)_2             11.8289      3.604     3.28  0.0012
ln(CPI)_3            -10.6437      2.230    -4.77  0.0000
Recession          -0.106010    0.02173    -4.88  0.0000
Constant      U     -0.495093     0.4188    -1.18  0.2388
sigma = 0.0461899   RSS = 0.3797650275

Diagnostics for ln(unleaded) :
Single-equation diagnostics using reduced-form residuals:
ln(Unleaded): Portmanteau(12):  Chi^2(9)  =   29.414 [0.0006]**
ln(Unleaded): AR 1-2 test:      F(2,176)  =   1.6166 [0.2015]  
ln(Unleaded): ARCH 1-1 test:    F(1,187)  =  0.15672 [0.6926]  
ln(Unleaded): Normality test:   Chi^2(2)  =   1.9031 [0.3861]  
ln(Unleaded): Hetero test:      F(19,169) =   1.9319 [0.0146]*

The residual graph
[image: ]
In sample while there is some evidence of the start of the recession despite the dummy, overall the residuals are reasonable. The Portmanteau (Box-Ljung) test is however significant suggesting some residual seasonality.

The automatic simplified model is: 

URF equation for: ln(Unleaded)
                  Coefficient  Std.Error  t-value  t-prob
ln(Unleaded)_1        1.12198     0.1456     7.70  0.0000
ln(Unleaded)_2       -1.14444     0.2016    -5.68  0.0000
ln(Unleaded)_3       0.663245     0.1275     5.20  0.0000
ln(Crude)_1          0.204045    0.04236     4.82  0.0000
ln(Crude)_3        -0.0265106    0.04467   -0.593  0.5536
ln(CPI)_1           -0.779638      2.287   -0.341  0.7336
ln(CPI)_2             11.9419      3.608     3.31  0.0011
ln(CPI)_3            -10.8352      2.228    -4.86  0.0000
Recession          -0.107706    0.02172    -4.96  0.0000
Constant      U     -0.504073     0.4194    -1.20  0.2310

sigma = 0.0462616   RSS = 0.383084053

A model in the stationary variables was considered in question 10.7 where the differenced model proved inadequate. The automatic estimation of an ECM 

(c) Again there is evidence in the out-of-sample stability tests though there is little difference (just the dropping of Crude_2). On the evidence I would just use a single lag for crude, testing its effects on the out-of-sample data that has been reserved.

In more graphical detail:
[image: ]
Looking at the out-of-sample performance, the model is adequate until 2014 but as in 2007/8 it falls apart around the time of the latest fall in crude prices.

(d) If we put together the evidence from the text, Exercise 10.7 and the current analysis we have found the levels model more satisfactory. An attempt to develop an ECM model with Unleaded and Crude as the cointegrated vector leads to:

The co-integrating relationship between unleaded and crude price

	Dependent Variable: LOG(UNLEADED)
	

	Method: Least Squares
	
	

	Sample: 1996M01 2011M12
	
	

	Included observations: 192
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(CRUDE_PRICE)
	0.643852
	0.008103
	79.45787
	0.0000

	C
	2.840774
	0.030208
	94.03944
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.970785
	    Mean dependent var
	5.207680

	Adjusted R-squared
	0.970631
	    S.D. dependent var
	0.405942

	S.E. of regression
	0.069567
	    Akaike info criterion
	-2.482684

	Sum squared resid
	0.919524
	    Schwarz criterion
	-2.448752

	Log likelihood
	240.3376
	    Hannan-Quinn criter.
	-2.468941

	F-statistic
	6313.554
	    Durbin-Watson stat
	0.539389

	Prob(F-statistic)
	0.000000
	
	
	

	
	
	
	
	

	
	
	
	
	



The residuals from the error correction model are stationary.

	Null Hypothesis: RESID01 has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic - based on SIC, maxlag=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-6.651599
	 0.0000

	Test critical values:
	1% level
	
	-3.464827
	

	
	5% level
	
	-2.876595
	

	
	10% level
	
	-2.574874
	

	
	
	
	
	

	
	
	
	
	

	*MacKinnon (1996) one-sided p-values.
	


The ECM on differences with lagged residuals from the cointegrating relationship.

	Dependent Variable: DLOG(UNLEADED)
	

	Method: Least Squares
	
	

	Sample (adjusted): 1996M02 2012M01
	

	Included observations: 192 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DLOG(CRUDE_PRICE)
	0.171165
	0.026701
	6.410463
	0.0000

	DLOG(CPI)
	12.69496
	0.654430
	19.39851
	0.0000

	RECESSION
	-0.004171
	0.012072
	-0.345528
	0.7301

	RESID01(-1)
	-0.111091
	0.028192
	-3.940547
	0.0001

	C
	-0.020850
	0.002302
	-9.059079
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.848486
	    Mean dependent var
	0.005894

	Adjusted R-squared
	0.845245
	    S.D. dependent var
	0.064829

	S.E. of regression
	0.025503
	    Akaike info criterion
	-4.474343

	Sum squared resid
	0.121626
	    Schwarz criterion
	-4.389512

	Log likelihood
	434.5369
	    Hannan-Quinn criter.
	-4.439985

	F-statistic
	261.8021
	    Durbin-Watson stat
	1.470477

	Prob(F-statistic)
	0.000000
	
	
	

	
	
	
	
	

	
	
	
	
	



We could then forecast from the ECM as usual. When we bringing more recent information (eg., post 2012) we need to pay attention to the co-integrating relationship, as this may have changed, which could invalidate the ECM. Here, this is not the case, albeit the t-statistic seems reduced (-5.92) compared to the (-6.65) of the restricted sample.

	Dependent Variable: LOG(UNLEADED)
	

	Method: Least Squares
	
	

	Sample: 1996M01 2015M12
	
	

	Included observations: 240
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(CRUDE_PRICE)
	0.667117
	0.007953
	83.88584
	0.0000

	C
	2.772020
	0.030777
	90.06844
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.967284
	    Mean dependent var
	5.318500

	Adjusted R-squared
	0.967147
	    S.D. dependent var
	0.433261

	S.E. of regression
	0.078530
	    Akaike info criterion
	-2.242366

	Sum squared resid
	1.467748
	    Schwarz criterion
	-2.213361

	Log likelihood
	271.0839
	    Hannan-Quinn criter.
	-2.230679

	F-statistic
	7036.834
	    Durbin-Watson stat
	0.425457

	Prob(F-statistic)
	0.000000
	
	
	

	
	
	
	
	

	
	
	
	
	


 
	Null Hypothesis: RESID02 has a unit root
	

	Exogenous: Constant
	
	

	Lag Length: 1 (Automatic - based on SIC, maxlag=14)

	
	
	
	
	

	
	
	
	
	

	
	
	
	t-Statistic
	  Prob.*

	
	
	
	
	

	
	
	
	
	

	Augmented Dickey-Fuller test statistic
	-5.926982
	 0.0000

	Test critical values:
	1% level
	
	-3.457747
	

	
	5% level
	
	-2.873492
	

	
	10% level
	
	-2.573215
	

	
	
	
	
	

	
	
	
	
	

	*MacKinnon (1996) one-sided p-values.
	





Biocide Case: OUTLINE SOLUTION

1. Management feels that the following features are most important to potential customers: cost, ease of replacing biocides, ease of use, and reduction in the number of bacteria.  Management also feels that any potential customer recording 1 or 2 on the satisfaction scale is a likely purchaser.  Define a binary variable to describe potential purchasers (Potpurch), and run a binary logistic regression to determine which factors should be emphasized in marketing the product.
The initial counts are:

  	  Value  	  Count
POTPURCH  1         31  (Event)
          0         99
          Total    130


The logistic regression model:

                                               Odds     95% CI
Predictor       Coef   SE Coef      Z      P  Ratio  Lower  Upper
Constant    -6.07841   2.65947  -2.29  0.022
COST       -0.913832  0.292479  -3.12  0.002   0.40   0.23   0.71
REPLACE      1.13705  0.583802   1.95  0.051   3.12   0.99   9.79
BACTERIA    0.606716  0.293114   2.07  0.038   1.83   1.03   3.26
EASE_USE    0.184681  0.492459   0.38  0.708   1.20   0.46   3.16

Log-Likelihood = -59.908
Test that all slopes are zero: G = 23.001, DF = 4, P-Value = 0.000

Measures of Association:
(Between the Response Variable and Predicted Probabilities)

Pairs       Number  Percent  
Concordant    2276     74.2  
Discordant     587     19.1  
Ties           206      6.7  
Total         3069    100.0

It is evident that ‘Ease of Use’ does not appear to be important but the other three variables are.

Running the analysis again, after dropping ‘Ease of Use’ yielded the model shown.





                                               Odds     95% CI
Predictor       Coef   SE Coef      Z      P  Ratio  Lower  Upper
Constant    -5.93633   2.59978  -2.28  0.022
COST       -0.907870  0.292011  -3.11  0.002   0.40   0.23   0.71
REPLACE      1.26056  0.483582   2.61  0.009   3.53   1.37   9.10
BACTERIA    0.631418  0.286204   2.21  0.027   1.88   1.07   3.29


Log-Likelihood = -59.980
Test that all slopes are zero: G = 22.858, DF = 3, P-Value = 0.000

Measures of Association:
(Between the Response Variable and Predicted Probabilities)

Pairs       Number  Percent  
Concordant    2226     72.5  
Discordant     576     18.8  
Ties           267      8.7  
Total         3069    100.0



2. To develop a  market segmentation, select the appropriate variables for analysis. Generate a classification tree (as in Figure 10.5) using Potpurch as the dependent variable to determine an appropriate set of segments (clusters of terminal nodes).   How many clusters are appropriate?
An initial analysis using Decision Tree in SPSS with only the default options yields the tree shown below.

The output suggests perhaps only two clusters:
A. Node 3: Replace > 4 and Cost ≤ 4
B. All others
Relaxing the splitting criteria produced more complex trees but provided no apparent improvement in the partition between potential users and non-users.


[image: ]

3. Use the selected clusters as the basis for analyzing the survey results to determine whether there are any advantages to taking a segmentation approach to the market.  To do this, first create dummy variables to indicate cluster membership. (Remember, you need one fewer dummies than clusters.)  Then,, continuing to use Potpurch as the dependent variable, carry out logistic regression analysis on the dummy variables to determine whether the segmentation is effective for marketing purposes.

Using only the ‘Segment’ variable produces the following model:
  

Logistic Regression Table
                                              Odds     95% CI
Predictor      Coef   SE Coef      Z      P  Ratio  Lower  Upper
Constant   -1.69867  0.280823  -6.05  0.000
Segment     1.63804  0.447421   3.66  0.000   5.15   2.14  12.37


Measures of Association:
(Between the Response Variable and Predicted Probabilities)

Pairs       Number  Percent  
Concordant    1312     42.8  
Discordant     255      8.3  
Ties          1502     48.9  
Total         3069    100.0



4. Complete a report to the management that summarizes your findings.  In particular, you should address the following questions:
· Should the market be segmented or treated as a whole?
· If segmented, which segments should be targeted?
· What additional analyses are needed with these data, and should another market research study be conducted before launching the product? If so, what information requirements are necessary in the next study? 

The two analyses show somewhat different results.  Cost and Replace are key variables and Bacteria also seems reasonably important.  Can segments of the market be reached in accordance with these criteria?  Trade journals that appeal to more cost-conscious segments of the market might be one way to go. The replacement and bacteria-reducing variables are important as advertising components.
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Table 10.19 One-Step-Ahead Forecast Error Statistics for Unleaded for Out-of-Sample,
2014-2015: VAR Models vs. Benchmark Autoregression

Out-of-Sample.
Random Walk 290 52 | 82 545 403 1

AR(T) 095 1523 | 128 548 388 101
ARR) 032 8 | s 450 390 004
Frst-order VAR [ 1205 | e 497 312 085
Third-order VARC) 772 1067 | wes 464 355 002

() For the AR and VAR models in logs,fitted values and forecasts were transformed back before calculation of
the error measures. The AR models and the Random Walk use the estimation sample 1996m4-2013m12 for
consistency with the VAR samples.
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